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ABSTRACT

Estimates of copolar correlation coefficient jrhv(0)j are one of the essential products generated by po-

larimetric weather radars because they are used to discriminate among different scatterer types. In theory,

estimates of jrhv(0)j take values between zero and one. But, statistical errors may cause the estimates to

take values that are outside this interval, in which case they are deemed unusable. This effect is exacerbated

if the noise contamination is significant. In addition, even valid jrhv(0)j estimates can introduce excessive

errors in echo classification if not sufficiently accurate and precise. Consequently, it is vital to produce the

jrhv(0)j fields populated with estimates of the acceptable accuracy as well as precision and with a minimal

number of invalid estimates. To improve jrhv(0)j estimation, a simple hybrid technique which produces

estimates by combining the outputs of the two previously proposed estimators and the conventional one is

presented herein. The technique generates estimates with reduced bias compared to previously proposed

estimators. Bias reduction results in an increased number of valid estimates, which translates into improved

jrhv(0)j fields.

1. Introduction

The implementation of dual polarization on the net-

work of Weather Surveillance Radar-1988 Dopplers

(WSR-88Ds) employs simultaneous transmission and

reception of electromagnetic waves at horizontal (H)

and vertical (V) polarizations (SHV mode) (Doviak

et al. 2000). In this mode, the three spectral moments

of reflectivity Z, velocity y, and spectrum width sy

are measured along with polarimetric radar variables

of differential reflectivity ZDR, differential phase fDP,

and the copolar correlation coefficient jrhv(0)j (Doviak

and Zrnić 1993).

This work focuses on the estimation of the copolar

correlation coefficient (henceforth referred to as the

correlation coefficient) in the presence of additive white

Gaussian noise. The correlation coefficient is a mea-

sure of coherency between horizontally and vertically

polarized radar signals. It is used primarily for classifi-

cation of radar returns (Caylor and Illingworth 1989;

Balakrishnan and Zrnić 1990; Brandes and Ikeda 2004;

Giangrande et al. 2008; Andrić et al. 2013; Tang et al.

2014). Due to estimator standard deviation and bias,

the estimates of jrhv(0)j can take values larger than one.

This contrasts with the theoretical values of this product

which are assumed to be between zero and one. Con-

sequently, if a jrhv(0)j estimate exceeds one it can be set

to one or marked as invalid for use in classification al-

gorithms. In general, the frequency of invalid estimates

tends to increase with decreasing signal-to-noise ratio

(SNR) (Ivić 2014) and/or with increasing clutter returns

(Friedrich et al. 2009). The former effect is exacerbated

in estimators which use the measurements of noise

powers in the H and V channel because the accuracy of

the H and V noise powers affects the resultant quality of

jrhv(0)j estimates. One example is the standard lag-0

estimator [Melnikov and Zrnić 2007, their Eq. (2)],

which is used on the WSR-88D network and often re-

ferred to as the conventional estimator. In this estima-

tor, an erroneous measurement of noise powers in the

H and V channels causes incorrect scaling of the cross

correlation in the estimator, which leads to bias increase

(Ivić 2014). Also, if H and V noise powers are under-

estimated, the resultant bias is positive and leads to an

overall increase in the number of invalid estimates (Ivić

2014). Furthermore, even if noise powers are known

accurately, the lag-0 estimator becomes increasingly

positively biased as SNR decreases (Liu et al. 1994,Corresponding author: Igor Ivić, igor.ivic@noaa.gov
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Melnikov and Zrnić 2004, Ivić 2014). Thus, in com-

bination with the fluctuation of estimates (i.e., stan-

dard deviation), this bias is another major cause of

jrhv(0)j estimation errors if the conventional estima-

tor is used.

The use of estimated H and V noise powers can be

circumvented with the lag-1 estimator (Melnikov and

Zrnić 2007) as it does not utilize the noise powers in

the computation of jrhv(0)j estimates. This estimator,

however, requires sufficient coherency between signals

from subsequent transmission (i.e., temporal coherency)

to produce reliable estimates (Ivić 2014). If sufficient

coherency in sample time exists, and if given accurate

knowledge of noise powers for lag-0 computations,

it has a performance similar to that of the lag-0 estima-

tor. Otherwise, it performs worse than the lag-0 esti-

mator (Ivić 2014, 2016). For this reason, it is not suitable

for use in surveillance scans (with unambiguous veloci-

ties of ya 5 ;9m s21). Both the lag-0 and the lag-1 es-

timators become increasingly biased as SNR decreases

(Ivić 2014).

To address the noise measurement accuracy issue,

a radial-based noise power estimation technique pro-

posed in Ivić et al. (2013) may be used while the inherent

positive bias can be mitigated using the technique

proposed in Ivić (2016). The latter technique proposes

two different algorithms which are applied in surveil-

lance and Doppler scans (with a larger ya ’ 30m s21).

The surveillance scan algorithm uses a complex cor-

rection procedure with precomputed lookup tables to

achieve bias reduction, while a much simpler algo-

rithm, which does not apply lookup table–based cor-

rections, is proposed for Doppler scans. Herein, a

novel estimation procedure for surveillance scans is

proposed that rivals in simplicity the Doppler scan

algorithm, proposed in Ivić (2016), while retaining

most of the performance improvement over the con-

ventional estimator.

The paper is organized as follows. In section 2, the

conventional lag-0 estimator is analyzed. Next, the

proposed jrhv(0)j estimation technique is introduced in

section 3 and analyzed using simulations. In section 4,

the proposed and conventional estimators are applied

to real data and their performances are compared. The

main contributions of the paper are summarized in

section 5.

2. Analysis of the conventional correlation
coefficient estimator

For the SHV mode, the conventional lag-0 estimator

used by theWSR-88D signal processor is (Melnikov and

Zrnić 2007)

jr̂
hv
(0)j

LAG-0
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jR̂

hv
(0)j2

Ŝ
h
Ŝ
v

vuut , (1)

where it is required that Ŝh . 0 and Ŝv . 0. The cir-

cumflex (^) in Eq. (1) denotes estimates and variables

without the circumflex stand for true values. Parame-

ters Ŝh and Ŝv are the estimates of signal powers in the

H and V channels, respectively, while R̂hv(0) is the

cross-correlation estimate at lag zero (where mea-

surements of complex voltages, or samples, Vh(m) and

Vv(m) in the H and V channels at each range location

are used to compute these quantities). The lowercase

m denotes the transmission within a dwell (or radial)

from which the particular voltage originates (i.e., the

sample number in sample time). Subsequent trans-

missions are separated by the pulse repetition time Ts,

where Ts 5 1/PRF, where PRF is the pulse repetition

frequency. A complex voltage sample in the H or V

channel is modeled as

V
c
(m)5VS

c (m)1VN
c (m), where c5 h or v,

(2)

where VS
c (m) is the signal contribution and VN

c (m) is

the additive white Gaussian noise. Noise samples in H

and V are assumed to be statistically independent. Es-

timates of Sh and Sv (i.e., Ŝh and Ŝv) are computed from

M sets of samples as

Ŝ
c
5 P̂

c
2N

c
5

1

M
�
M21

m50

jd(m)V
c
(m)j2 2N

c
, where

c5 h or v, (3a)

while the cross-correlation estimate is

R̂
hv
(0)5

1

M
�
M21

m50

d2(m)V
h
*(m)V

v
(m) , (3b)

where Nh and Nv are the noise power measurements

in the H and V channels, and the asterisk denotes

complex conjugate. In Eq. (3a), P̂h and P̂v are the esti-

mates of total powers, which are the sums of signal and

noise powers in H andV, respectively. Also, d(m) stands

for signal processing window coefficients imposed on

time series (Harris 1978). In the case of weather radars

signal processing windows are typically used in the

ground filtering process (Torres andWarde 2014) and to

improve the azimuthal resolution (Brown et al. 2002;

Torres and Curtis 2007).

In the case of the conventional lag-0 estimator, the

biases increase exponentially as the SNR decreases
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(Figs. 1a,b). Thus, even if the noise powers are accu-

rately known, the estimates of jrhv(0)j are still biased

due to the intrinsic sensitivity of Eq. (1) to the SNR. The

positive bias, which is evident in Figs. 1a and 1b de-

creases the number of valid estimates (Figs. 1e and 1f) in

the areas of low-to-moderate SNRs (i.e., below 20dB).

Also, classifications of radar returns can be adversely

impacted by the positive bias as the lower intrinsic (i.e.,

true and not measured) jrhv(0)j values may be mistaken

for higher ones.

The mathematical expectations (denoted by angle

brackets) of the numerator and the denominator in the

ratio under the square root of the lag-0 estimator are

examined to establish the cause of the positive bias.

These are given in Ivić (2016) for the case of rectangular

window [i.e., d(m) 5 1] and are generalized here as

FIG. 1. Results produced by the simple jr̂hv(0)jCOMB_S estimator (solid lines) and the lag-0 estimator (dashed

lines) for M 5 16, ya 5 9m s21, and ZDR 5 0 dB showing (a),(b) biases, (c),(d) standard deviations, and

(e),(f) valid estimate percentages for sy 5 (left) 2 and (right) 4m s21. Black dashed lines in (a) and (b) represent

the desired bias limits.
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where jr(m)j is the magnitude of the autocorrelation

coefficient. Given the Gaussian distributed samples

Vh(m) and Vv(m), it is [Doviak and Zrnić 1993, their

Eq. (6.5)]

jr(m)j5 exp 2
(ps

y
m/y

a
)2

2

� �
. (5)

In Eq. (4b), Ph and Pv are the total powers which are

the sums of signal and noise powers in H and V, re-

spectively. Also, SNRh and SNRv are the SNRs in the

H and V channels, respectively. The first terms, in

expressions (4a) and (4b), are the desired values of

ensemble averages and the rest of the terms contrib-

ute to the bias of the estimator. The bias terms are

inversely proportional to M which shows that the en-

semble averages of the numerator and denominator

in the lag-0 estimator are biased for finite M. Further,

the bias of hjR̂hv(0)j2i in Eq. (4b) depends on the SNRs

in H and V as well as the spectrum width [through

jr(m)j]. The bias of hŜhŜvi in Eq. (4a) depends only

on the spectrum width. Because hjR̂hv(0)j2i depends

on the SNRh and SNRv, the bias of jr̂hv(0)jLAG-0 is af-

fected even if the noise powers in H and V are accu-

rately known. Moreover, the second term in Eq. (4b)

increases as SNRh and SNRv decrease resulting in

the increasingly positive bias of jr̂hv(0)jLAG-0 (as can

be observed in Figs. 1a,b). The same effect is corrobo-

rated by the bias expression of Eq. (A16) in Melnikov

and Zrnić (2007).

3. Improved correlation coefficient estimation

In this section, the approach used in Ivić (2016) is

applied to devise a simplified estimator that accounts

for the dependency of estimates on the SNR in the H

and V channels. First, note that the expression (4a) can

be written as

hP̂
h
P̂
v
i5 1

M2

*
�
M21

m50

jd(m)V
h
(m)j2 �

M21

n50

jd(m)V
v
(m)j2

+

5P
h
P
v
1

S
h
S
v
jr

hv
(0)j2

M2 �
M21

m50

d4(m)

1
2S

h
S
v

M2
jr

hv
(0)j2 �

M21

m51

jr(m)j2 �
M212m

l50

d2ðl)d2ðl1m) .

(6)

Then, the simplification of expressions (6) and (4b)

is introduced whereby the influence of spectrum

width on the estimates is neglected (i.e., the third

term on the right side of both equations is discarded).

This yields
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h
S
v
jr
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m50

d4(m)

M2
(7a)
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hjR̂
hv
(0)j2i’ S

h
S
v
jr

hv
(0)j2 1P

h
P
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�
M21

m50

d4(m)

M2
, (7b)

where jRhv(0)j2 5 ShSvjrhv(0)j2. The dependencies of

hP̂hP̂vi on jRhv(0)j2 and hjR̂hv(0)j2i on PhPv are pre-

served, and the noise dependency (i.e., dependency

on SNRh and SNRv) is preserved through PhPv as it

causes an exponential increase in bias. Expressions

(7a) and (7b) demonstrate that the ensemble averages

hP̂hP̂vi and hjR̂hv(0)j2i are approximately a system of

linear equations with unknowns

P
h
P

v
5 S

h
S
v
1 S

h
N

v
1 S

v
N

h
1N

h
N

v
, (8a)

S
h
S
v
jr

hv
(0)j2 . (8b)

The system of equations in (7a) and (7b) can be solved

to create new estimates as in Ivić (2016)

Ê
1
5

M2

M2 2 1

"
P̂
h
P̂
v
2

jR̂
hv
(0)j2

M2 �
M21

m50

d4(m)

#
(9a)

Ê
2
5

M2

M2 2 1

"
jR̂

hv
(0)j2 2 P̂

h
P̂
v

M2 �
M21

m50

d4(m)

#
, (9b)

where

hÊ
1
i’P

h
P

v
and hÊ

2
i’ S

h
S
v
jr

hv
(0)j2 . (10)

Then, an estimate of jrhv(0)j can be obtained as

jr̂
hv
(0)j

LE_1
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi����� Ê
2

Ê
1
2 Ŝ

h
N

v
2 Ŝ

v
N

h
2N

h
N

v

�����
vuut , (11)

where subscript LE denotes that the estimator (11)

is based on the linear equations (LEs) above. It is

interesting to note that if M2/(M2 2 1) is set to one and

the second terms on the right sides of Eqs. (9a) and (9b)

are discarded, jr̂hv(0)jLE_1 becomes equivalent to the

conventional estimator. Hence, unlike jr̂hv(0)jLAG-0, the

estimator in Eq. (11) accounts for the effects of finite

sample size M and SNR.

The performance of jr̂hv(0)jLE_1 is examined in Fig. 3a

in Ivić (2016). It exhibits reduced bias variation as the

SNR declines. However, the bias increases as the value

of jr(m)j decreases. The latter effect is addressed in Ivić

(2016) via the correction procedure which substantially

adds to the complexity of the estimation process but

results in an outstanding bias reduction as shown in

Fig. 5 in Ivić (2016).

The second estimator is also built following the ap-

proach in Ivić (2016) as

jr̂
hv
(0)j

LE_2
5

ffiffiffiffiffiffiffi�����Ê4

Ê
3

�����
vuut , (12)

where

Ê
3
5

(M2 1)2"
�
M22

m50

d(m)d(m1 1)

#2

"
RefR̂

h
(1)R̂

v
*(1)g

2
Ê

2

(M2 1)2
�
M22

m50

d2(m)d2(m1 1)

#
(13a)

Ê
4
5

(M2 1)2"
�
M22

m50

d(m)d(m1 1)

#2

"
jR̂

hv
(1)j2

2
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1

(M2 1)2
�
M22
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, (13b)

and

R̂
c
(1)5

1

M2 1
�
M22

m50

d(m)V
c
*(m)d(m1 1)V

c
(m1 1),

where c5 h or v (14a)

jR̂
hv
(1)j2 5 1

2(M2 1)2

"����� �
M21

m50

d(m)V
h
*(m)d(m1 1)V

v
(m1 1)

�����
2

1

����� �
M21

m50

d(m)V
h
*(m1 1)d(m1 1)V

v
(m)

�����
2#

. (14b)

Note though that jr̂hv(0)jLE_2 herein is denoted as

jr̂hv(0)jLE_3 in Ivić (2016). In Ivić (2016), jr̂hv(0)jLE_2 bias
is corrected using a similar procedure as for jr̂hv(0)jLE_1,
which further contributes to the estimation technique
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complexity. The difference with respect to jr̂hv(0)jLE_1 is
that the performance of jr̂hv(0)jLE_2 becomes worse as

the spectrum width increases because it uses second-

order estimates at lag 1. To simplify the estimation

process, jr̂hv(0)jLE_1 and jr̂hv(0)jLE_2 are used herein

without applying the correction procedure. Along

with jr̂hv(0)jLAG-0, these estimators are combined via

the algorithm described in appendix A to produce the

combined estimate jr̂hv(0)jCOMB_S [referred to as the

simple jr̂hv(0)jCOMB_S in the further text as opposed

to the complex jr̂hv(0)jCOMB_S described in Ivić (2016)].

The bias and standard deviation (SD) are used to

evaluate the performance of the jrhv(0)j estimators.

These are computed as

BIAS5 hjr̂
hv
(0)j

E
i2 jr

hv
(0)j (15a)

SD5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hjr̂

hv
(0)j2

E
i2 hjr̂

hv
(0)j

E
i2

q
, (15b)

where E denotes an estimator used to produce the cor-

relation coefficient estimate (e.g., LAG-0 or COMB_S).

An evaluation in terms of bias is based on the recom-

mendation that the bias within 60.01 should be suffi-

cient for ‘‘sensing the mixed-phase precipitation and

gauging the hail size quantitatively’’ (Balakrishnan and

Zrnić 1990). It is imperative to keep the bias of the

jrhv(0)j estimator as small as possible because spatial

smoothing of the data is often utilized by algorithms,

such as the hydrometeorological classification algo-

rithm (HCA), to reduce the uncertainty of the classifi-

cation (Lakshmanan 2004). Estimates with minimal

fluctuations are also desired to reduce the classification

uncertainty. Consequently, SD is a useful metric for

estimator comparison to ensure comparable or smaller

variability.

Figure 1 shows the BIAS, SDs, and percentages of

valid estimates that were obtained for the lag 0 and

simple jr̂hv(0)jCOMB_S estimators from simulated time

series data produced using the techniques described

in Zrnić (1975) and Galati and Pavan (1995). The

results are presented for rectangular data processing

window and typical surveillance-scan collection param-

eters from the WSR-88D (NOAA 2017). The estimator

jr̂hv(0)jCOMB_S exhibits smaller biases than the lag-0 es-

timator (Figs. 1a,b) while maintaining similar standard

deviations (Figs. 1c,d) and producing an increased

number of valid estimates (Figs. 1e,f).

The comparison of bias performance between the

estimation techniques described in Ivić (2016) and

herein is given in Fig. 2. The degradation in the simple

jr̂hv(0)jCOMB_S bias performance is expected because

it does not utilize the additional bias correction steps

of Ivić (2016). Nonetheless, the simple jr̂hv(0)jCOMB_S

still produces significant improvement compared to

jr̂hv(0)jLAG-0 (shown in Fig. 1). A comparison in terms of

SD and the percentage of valid estimates is presented

in Fig. 3. It indicates almost the same SD performance

and a slightly increased percentage of valid estimates

for the complex jr̂hv(0)jCOMB_S at sy of 4m s21, but vice

versa at sy of 1ms21.

4. Application to real data

In this section, the simple and complex jr̂hv(0)jCOMB_S

estimators as well as the jr̂hv(0)jLAG-0 estimator are ap-

plied to four sets of real time series data from surveil-

lance scans collected by WSR-88Ds. The first dataset

(case 1) parameters are ya 5 8ms21 and M 5 16 while

the parameters for the second (case 2) are ya5 8.7m s21

and M 5 29, both at elevation of ;0.58. The third (case

3) and fourth (case 4) dataset are from the same vol-

ume scan at elevations of ;0.58 and ;1.58, respectively,
with parameters ya 5 9ms21 and M 5 29. All four da-

tasets are processed to produce the superresolution data

whereby the estimates are computed on a 250m3 0.58 grid
(Brown et al. 2002; Torres and Curtis 2007; NOAA

2017). In the WSR-88D superresolution scans, the von

Hann window (Harris 1978) is used to compute the

spectral moments which yields the effective beamwidth

(Zrnić and Doviak 1976) of ;1.088 (as opposed ;1.478
yielded by the rectangular window). Because polari-

metric variables are more susceptible to data quality

degradation (than spectral moments) caused by the ta-

pered windows, a window less tapered than the von

Hann is used to compute these variables (Istok and Ice

2016). This window is dubbed the Meza window and

its coefficients are computed as

d(m)5 0:751 0:25 cos[2p(m1 0:5)/M], (16)

which results in an effective beamwidth of ;1.238. The
radial-based noise estimator from Ivić et al. (2013) was

used to compute the noise power estimates in the H

and V channels. To determine the locations contami-

nated with ground clutter (GC), a weather environment

thresholding (WET) was used (Warde and Torres 2015;

Warde 2015). Ground clutter filtering was applied to the

received voltages at these locations using the CLEAN-

AP filter (Torres and Warde 2014) and point clutter

removal (NOAA 2017) was employed to minimize the

impact of noise power increases, which affected only

a few range locations. Because both the complex and

simple jr̂hv(0)jCOMB_S estimators are designed assuming

no presence of ground clutter, they are only used at lo-

cations where CLEAN-AP had not been applied; the

jr̂hv(0)jLAG-0 estimator is used at locations with ground
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clutter presence. All fields were censored with a 2-dB

SNR threshold [standard for WSR-88D reflectivity and

jrhv(0)j measurements].

The results for the cases 1–4 are shown in Figs. 4–7,

respectively. For reference, the SNRh, reflectivity, and

ground clutter classification fields [since jr̂hv(0)jCOMB_S

is not applied at locations with ground presence] are

presented along with results from jr̂hv(0)jLAG-0 as well

as simple and complex jr̂hv(0)jCOMB_S estimators. Colors

of light pink and white denote ‘‘invalid’’ points in the

fields of correlation coefficient estimates (aka ‘‘the pink

fringe’’). These are generally associated with areas

of lower SNR [i.e., areas shown in shades of blue in

SNRh fields in Figs. 4a, 5a, 6a, and 7a] as indicated by

simulations. The differences between fields produced

using jr̂hv(0)jLAG-0 and simple jr̂hv(0)jCOMB_S estimators

are visible in the areas of lower SNR. Visual inspection

of these areas indicates that the simple jr̂hv(0)jCOMB_S

always produces a larger number of valid estimates

than jr̂hv(0)jLAG-0. This is supported by Fig. 8 which shows

that the simple jr̂hv(0)jCOMB_S estimator starts yielding

the increasingly higher percentage of valid estimates

than jr̂hv(0)jLAG-0 as SNRh drops below ;25dB. The re-

sults in Fig. 8 also show that both simple and com-

plex jr̂hv(0)jCOMB_S estimators produce almost the same

number of valid estimates for all cases shown. Further

indication of equivalent performance may be obtained

by visual comparison between the simple and complex

jr̂hv(0)jCOMB_S fields which do not indicate conspicuous

differences. Histograms of jr̂hv(0)jLAG-0 as well as simple

and complex jr̂hv(0)jCOMB_S estimates for locations

where 2, SNRh, 16dB and SNRh$ 16dB are given in

Fig. 9 (note that the 16-dB threshold was chosen be-

cause jr̂hv(0)jLAG-0 and simple jr̂hv(0)jCOMB_S biases and

SDs in Figs. 1a and 1b start to differ at SNRh ’ 16dB).

These show that the distributions of estimates from all

three estimators are almost the same when SNRh $

16dB. If 2 , SNRh , 16dB, however, simple and

complex jr̂hv(0)jCOMB_S histograms are comparable

while jr̂hv(0)jLAG-0 histogram differs from the other two

near jr̂hv(0)j5 1. This indicates that jr̂hv(0)jLAG-0 has

higher probability of producing invalid estimates for

jrhv(0)j values close to one. Consequence is that the

histogrammeans (given in Fig. 9) show that for locations

FIG. 2. Bias performances of the simple jr̂hv(0)jCOMB_S (solid lines) and complex jr̂hv(0)jCOMB_S (dotted lines)

estimators forM5 16, ya 5 9m s21, and ZDR 5 0 dB for sy 5 (a) 1, (b) 2, (c) 3, and (d) 4m s21. Black dashed lines

represent the desired bias limits.
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where 2 , SNRh , 16dB, jr̂hv(0)jLAG-0 produces esti-

mates with larger means than the other two estimators.

This agrees well with simulation results in Figs. 1a

and 1b which show that the conventional estimator be-

comes increasingly more positively biased than the

simple jr̂hv(0)jCOMB_S with SNRh decrease.

The statistics that exemplifies the reduction in the

number of invalid estimates as well as the area covered

by these estimates is presented in Table 1 while the

statistics which demonstrates the increase in the num-

ber of valid estimates and the area covered by these

estimates is given in appendix B. The last three col-

umns in Table 1 show the percentages of invalid esti-

mates (i.e., invalid points) with respect to the total

number of significant returns (i.e., number of points

where SNRh . 2 dB or total points) for jr̂hv(0)jLAG-0, as

well as the simple and complex jr̂hv(0)jCOMB_S. These

are computed as

FIG. 3. Bias performances of the simple jr̂hv(0)jCOMB_S (solid lines) and the complex jr̂hv(0)jCOMB_S (dotted lines)

estimators forM5 16, ya5 9m s21, andZDR5 0 dB showing (a)–(c) standard deviations and (d)–(f) valid estimate

percentages for sy 5 (top) 1, (middle) 2, and (bottom) 4m s21.
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FIG. 4. Case 1 results. (a) SNR and (b) reflectivity fields produced using the radial-based noise estimator.

(c) Ground clutter (GC) classification field. Correlation coefficient fields generated using (d) jr̂hv(0)jLAG-0,

(e) simple jr̂hv(0)jCOMB_S, and (f) complex jr̂hv(0)jCOMB_S estimators.
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FIG. 5. Case 2 results. (a) SNR and (b) reflectivity fields produced using the radial-based noise estimator. (c) GC

classification field. Correlation coefficient fields generated using (d) jr̂hv(0)jLAG-0, (e) simple jr̂hv(0)jCOMB_S, and

(f) complex jr̂hv(0)jCOMB_S estimators.
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FIG. 6. Case 3 results. (a) SNR and (b) reflectivity fields produced using the radial-based noise estimator. (c) GC

classification field. Correlation coefficient fields generated using (d) jr̂hv(0)jLAG-0, (e) simple jr̂hv(0)jCOMB_S, and

(f) complex jr̂hv(0)jCOMB_S estimators.
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FIG. 7. Case 4 results. (a) SNR and (b) reflectivity fields produced using the radial-based noise estimator. (c) GC

classification field. Correlation coefficient fields generated using (d) jr̂hv(0)jLAG-0, (e) simple jr̂hv(0)jCOMB_S, and

(f) complex jr̂hv(0)jCOMB_S estimators.
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X invalid points5
�

Total points

n51

XINV(n)

Total points
3 100%, (17)

where X denotes the simple, complex jr̂hv(0)jCOMB_S

or jr̂hv(0)jLAG-0, while XINV(n) is 1 if nth estimate from

an estimator X exists (i.e., SNRh . 2 dB) and is invalid

while it is 0 otherwise. It also presents the same statistics

in terms of area covered by invalid estimates (invalid

area) which is computed as

X invalid area

5
�

Total points

n51

XINV(n)3Rng(n)3 0:253
p

180
3 0:5

�
Total points

n51

Rng(n)3 0:253
p

180
3 0:5

3100%, (18)

where Rng(n) is a range to the nth estimate or zero

if SNRh # 2 dB (so the quantity in the denominator is

the area covered by significant returns). The statistic in

terms of coverage (e.g., invalid area) accounts for the fact

that data points located farther away from the radar cover

larger area than the ones which are closer due to beam

broadening (this effect may be regarded as ‘‘range-

dependent coverage’’). The described effect can be ob-

served in the last three columns of Table 1 (which provide

percentages of invalid points and invalid area). In all cases,

percentages for invalid points are smaller than percentages

for invalid area. This shows that the actual percentage of an

area covered by invalid correlation coefficient estimates

is larger than the percentage which quantifies the contri-

bution of these points to the total number of significant

returns (on the average, percentages of invalid area are

almost twice larger than those of invalid points, as given in

the last rowof Table 1). This is logical because themajority

of invalid estimates are in the areas of low-to-moderate

SNR (seen in Fig. 8 and indicated by simulations) typically

located far from the radar (due to attenuation of electro-

magnetic waves on propagation). Consequently, invalid

estimates at far away ranges produce larger area of ‘‘pink

fringe’’ (i.e., the area of missing information) than would

ensue ifmost of invalid estimates were located closer to the

radar. This indicates that the invalid area statistic provides

FIG. 8. Percentage of valid estimates as a function of SNRh for cases (a) 1, (b) 2, (c) 3, and (d) 4.
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FIG. 9. Histogram of estimates in case of (left) SNRh , 16 dB and (right) SNRh $ 16 dB for cases

(a),(b) 1, (c),(d) 2, (e),(f) 3, and (g),(h) 4.
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accurate evaluation of the area percentage for which radar

fails to provide correlation coefficient coverage with

meaningful information. At the same time, the additional

valid estimates yielded by jr̂hv(0)jCOMB_S which are located

far away from the radar cover larger area (than the ones

closer in) and produce larger reduction in invalid area than

in invalid points. Hence, the reduction in invalid area is

more likely to be larger than in invalid points for events that

spread over larger area in range (e.g., widespread stratiform

precipitation) while the two statistics are more likely to

produce similar results for an event that covers smaller area

(e.g., an isolated convective supercell situation). Further,

information in the second column of Table 1 may be found

useful as it measures the portion of significant returns (e.g.,

returns for which SNRh . 2dB) associated with invalid

correlation coefficient estimates as well as the percentage

of area (covered by significant returns) for which valid

information about correlation coefficient is missing when

the conventional estimator is used . Thus, if for a given case,

these percentages are rather small, it is unlikely that the

jr̂hv(0)jCOMB_S application would result in significant im-

provement and vice versa. In all presented cases the invalid

points (invalid area) percentages are 10% (20%) or more

if jr̂hv(0)jLAG-0 is used (second column of Table 1). On the

average, the simple jr̂hv(0)jCOMB_S reduces invalid point

(invalid area) percentages by 6.785% (12.585%) from

18.325% (34.385%) to 11.54% (21.8%). As expected, the

improvement in invalid area is larger than in invalid points.

The last column in Table 1 illustrates that the com-

plex jr̂hv(0)jCOMB_S produces slightly less invalid esti-

mates (as well as area covered by them) than the simple

jr̂hv(0)jCOMB_S in all cases except in case 2 and on the

average 0.19% less invalid points as well as 0.54% smaller

invalid area. The small differences in the number of valid

estimates are likely due to the disparities in performance

as indicated by simulations in Figs. 3d–f. In that regard,

the reason that the simple jr̂hv(0)jCOMB_S produces

slightly less number of invalid estimates than the com-

plex jr̂hv(0)jCOMB_S in case 2 is most likely because the

returns with spectrum widths around 1ms21 dominate in

the areas where majority of additional valid estimates

are produced (in which case the simple jr̂hv(0)jCOMB_S

yields marginally more valid estimates than the complex

jr̂hv(0)jCOMB_S, as indicated by simulations in Fig. 3d).

However, the reason that the complex jr̂hv(0)jCOMB_S

performs slightly better in the majority of cases is likely

because most additional valid estimates are at larger

distances where resolution volumes [i.e., volumes en-

compassed by the radar beam illuminating scatterers of

interest and denoted as V6 in Doviak and Zrnić (1993)]

are larger and contain more scatterers which tend to

produce higher spectrum widths. If so, this corroborates

simulation results presented in Fig. 3f which infer that the

complex jr̂hv(0)jCOMB_S produces slightly more valid es-

timates than the simple jr̂hv(0)jCOMB_S at sy of ;4ms21.

The numbers within parentheses in the last two col-

umns of Table 1 also illustrate the percentage reduction

in invalid points (invalid points reduction) and invalid

area (invalid area reduction) yielded by the simple and

complex jr̂hv(0)jCOMB_S and in relation to the same

quantities produced by the conventional estimator. For

the invalid points reduction, these are computed as

X invalid points reduction

5

2
66664

�
Total points

n51

XINV(n)

�
Total points

n51

jr̂
hv
(0)jINV

LAG-0
(n)

2 1

3
777753 100%. (19)

The invalid area reduction is computed as

X invalid area reduction5

2
66664

�
Total points

n51

XINV(n)3Rng(n)3 0:253
p

180
3 0:5

�
Total points

n51

jr̂
hv
(0)jINV

LAG-0
(n)3Rng(n)3 0:253

p

180
3 0:5

2 1

3
777753 100%. (20)

TABLE 1. Statistics showing the percentages of invalid estimates

(invalid points; top value for each case) and area covered by them

(invalid area; bottom value for each case) with respect to the total

number of significant returns and area covered by them.A reduction

in the number and the area covered by invalid estimates (with re-

spect to invalid points and invalid area produced by the conventional

estimator) is given in parentheses. All values are in percent.

jr̂hv(0)jLAG-0

Simple

jr̂hv(0)jCOMB_S

Complex

jr̂hv(0)jCOMB_S

Case 1 16.7 11.04 (233.82) 10.8 (235.03)

32.14 20.44 (236.41) 19.87 (238.2)

Case 2 10.02 5.06 (249.54) 5.42 (245.93)

23.83 11.3 (252.62) 11.83 (250.36)

Case 3 25.41 16.88 (233.59) 16.12 (236.58)

42.28 29.56 (230.09) 28.04 (233.68)

Case 4 21.18 13.17 (237.79) 13.05 (238.36)

38.89 25.87 (233.48) 25.16 (235.31)

Avg 18.325 11.54 (238.685) 11.35 (238.975)

34.285 21.8 (238.15) 21.26 (239.3875)
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In terms of invalid points, the average reduction delivered

by the simple jr̂hv(0)jCOMB_S is 38.685% and 38.975% by

the complex jr̂hv(0)jCOMB_S. In case of invalid area re-

duction, these percentages are 38.15% and 39.3875%.

Note that because only invalid estimates are considered,

the invalid points reduction and invalid area reduction

statistics are comparable (i.e., since most invalid esti-

mates are concentrated farther away from the radar,

the range-dependent coverage effect is small). As in

the previous comparisons, the differences between the

performances of the simple and complex jr̂hv(0)jCOMB_S

are small.

So far, an extensive analysis of the proposed estima-

tion technique performance via histograms (Fig. 9) and

statistics (Fig. 8, Table 1, and appendix B) has been

given. It demonstrates that jr̂hv(0)jCOMB_S produces

quantifiable decrease in the number of invalid estimates

as well as the area covered by these estimates which

ultimately results in the decreased amount of missing

information in the correlation coefficient fields. Fur-

thermore, the histogram means (Fig. 9) corroborate

simulation results and infer that both the simple and

complex jr̂hv(0)jCOMB_S produce more accurate (i.e., less

biased) estimates than jr̂hv(0)jLAG-0 in the areas of low-

to-moderate SNR. Nonetheless, the question arises

whether these improvements would help forecasters in

the field (e.g., radar meteorologists assessing the situa-

tion and making predictions based on the fields of radar

products) and/or whether these may result in improved

outputs of weather radar algorithms. Gauging former is

beyond the scope of this paper but to compare the ef-

fects of simple jr̂hv(0)jCOMB_S and jr̂hv(0)jLAG-0 applica-

tion onHCA outputs, the estimates of spectral moments

and polarimetric variables from case 4 were ingested

into the WDSS-II software (Lakshmanan et al. 2007)

which produced the HCA fields in Fig. 10. Note that the

FIG. 10. (top) Smoothed correlation coefficient fields generated using WDSS-II from (a) jr̂hv(0)jLAG-0 and

(b) simple jr̂hv(0)jCOMB_S estimators. (bottom) HCA fields generated using WDSS-II with (c) jr̂hv(0)jLAG-0, and

(d) simple jr̂hv(0)jCOMB_S estimators.
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fields in Fig. 10 are a subsection of the entire field en-

compassed by the yellow rectangle in Fig. 7f. The spa-

tially smoothed estimates of jrhv(0)j (Lakshmanan 2004)

produced by the WDSS-II software using jr̂hv(0)jLAG-0

and simple jr̂hv(0)jCOMB_S are shown in Figs. 10a and

10b, respectively. The corresponding HCA outputs

(Figs. 10c,d) reveal a decreased number of points classi-

fied as ‘‘unknown’’ (labeled UK in Figs. 10c,d) in the

HCA field obtained from the simple jr̂hv(0)jCOMB_S

estimates. Overall, the total number of points classi-

fied as ‘‘unknown’’ decreased from 21 958 (covering

2682.27 km2) to 17 132 (covering 1956km2), which

is ;22% (;27.1%) reduction.

5. Summary and conclusions

Herein, a simple hybrid technique designed to pro-

duce copolar correlation coefficient estimates at low-

to-moderate SNRs (i.e., for SNRs less than 20dB) for

unambiguous velocities on the order of ya 5 ;9ms21

(e.g., surveillance scans of the WSR-88) is presented.

The technique addresses the issue present in the con-

ventional lag-0 estimator (currently in use on the WSR-

88D network) where the positive bias of the estimator

increases exponentially with SNR reduction. The posi-

tive bias results in the visibly increased number of in-

valid correlation coefficient estimates (values exceeding

1.0) in areas of SNR lower than ;15dB. Application

of the technique to simulated time series shows that

the proposed technique yields jrhv(0)j estimates with

smaller biases compared to the conventional lag-0 esti-

mator at low-to-moderate SNRs. At the same time, a

standard deviation of estimates is comparable to that

of the lag-0 estimator at all SNRs. Results obtained

using simulated time series also indicate that the appli-

cation of the technique will result in a decreased num-

ber of invalid estimates. Further, the algorithms which

rely on the jrhv(0)j measurements may benefit from

the less biased estimates and yield outputs with im-

proved accuracy.

Four examples, produced using actual WSR-88D

data, are used to demonstrate the improvement in the

quality of jrhv(0)j fields resulting from the application

of the technique. Visual inspection of the results ob-

tained using the proposed technique revealed visible

improvement in the number of valid estimates with

respect to the conventional lag-0 estimator. As pre-

dicted by simulations, the most visible decrease in the

frequency of invalid estimates is in the areas of weak

radar returns. This is further corroborated by the

plots which present the percentage of valid estimates

as a function of SNR as well as the histograms of esti-

mates where the differences between the improved and

conventional estimates are visible at low-to-moderate

SNRs but do not exhibit significant differences at

higher SNRs. The improvements are also quantified in

terms of percentages of invalid estimates as well as

the area covered by such estimates. For the four pre-

sented examples, the conventional estimator produced

18.325% of invalid estimates (with respect to the total

number of significant returns) which covered 34.285%

of the total area covered by significant returns. The

proposed estimation technique reduced the average

number of invalid estimates and the corresponding

area by 6.785% and 12.585%, respectively. The latter

percentage is almost 2 times larger than the former

because the majority of valid estimates, gained by the

use of the proposed technique, are typically located

farther away from the radar and therefore cover larger

area than significant returns that are closer in. This

produces the effect whereby the reduction in total

area covered by invalid estimates is typically larger

than the reduction in the number of such estimates for

weather events which spread over large area in range.

If the reduction is expressed using the reference

quantities produced by the conventional estimator (in

which case the focus in only on the areas where most

invalid estimates are located), the use of an estima-

tion technique proposed here results in an average of

;39% reduction (based on four examples shown) in

both the number of invalid estimates as well as the area

covered by them.

The proposed technique was also tested for the ef-

fects on the HCA outputs. In the presented example,

the HCA field obtained using the improved estimator

exhibited a reduction of ;22% in the number of clas-

sifications labeled as ‘‘unknown’’ compared to the same

field produced using the conventional estimator. If ex-

pressed in terms of the area covered by the ‘‘unknown’’

classifications, the reduction was ;27.1%. This was the

result of the increased number of valid estimates and

the improved accuracy of estimates produced by the

estimation technique described herein.

The results presented in this work demonstrate con-

siderable improvement in the fields of correlation co-

efficient estimates yielded by the proposed estimation

technique. Nonetheless, both visual examinations and

the presented statistic indicate that a significant number

of invalid estimates persist despite the improvements.

In that regard, correlation coefficient quality could be

further enhanced by exploring techniques to reduce the

standard deviation of estimates since the proposed es-

timation technique presented here improves upon bias

but not standard deviation. Note that the correlation

coefficient estimates are more sensitive to standard

deviation impacts than other polarimetric variables at
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low-to-moderate SNRs. Thus, a weighted range average

in these areas is one possible technique to reduce the

variability of correlation coefficient estimates as dem-

onstrated in Ivić and Isom (2014).

The estimation technique for improving correlation

coefficient estimates presented here is much simpler

than the complex technique proposed in Ivić (2016).

Compared to the latter technique, biases of estimates

are improved adequately with the simple technique

while retaining the benefits of increased number of valid

estimates as well as the reduced bias over the conven-

tional estimator.
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APPENDIX A

Algorithm Description

In this appendix, an algorithm is described whereby

jr̂hv(0)jLAG-0, jr̂hv(0)jLE_1, and jr̂hv(0)jLE_2 are combined

to produce less biased estimates of jrhv(0)j denoted

as jr̂hv(0)jCOMB_S. It is as follows:

If jr̂hv(0)jLAG-0# 0:4 or SNRh#22dB or SNRv#22dB

then jr̂hv(0)jCOMB_S5 jr̂hv(0)jLAG-0 and exit.

else compute

temp_val5 jr̂
hv
(0)j

LAG20
1 jr̂

hv
(0)j

LE_1

h i
=2

If [temp_val # 1 or (temp_val . 1 and jr̂hv(0)jLAG-0. 1

and temp_val , jr̂hv(0)jLAG-0)] and [jr̂(1)jhv . 0:8 or

SNRh , 12 dB] then

jr̂
hv
(0)j

COMB_S
5 temp_val

else

jr̂
hv
(0)j

COMB_S
5 jr̂

hv
(0)j

LAG-0
.

If [jr̂hv(0)jLE_1# 1 and jr̂hv(0)jCOMB_S. 1] or

[jr̂hv(0)jLE_1 . 1 and jr̂hv(0)jCOMB_S. 1 and jr̂hv(0)jLE_1,
jr̂hv(0)jCOMB_S] then

jr̂
hv
(0)j

COMB_S
5 jr̂

hv
(0)j

LE_1
.

If SNRh . 0 dB and SNRv . 0 dB and [jr̂(1)jhv . 0:85 or

(jr̂(1)jhv . 0:6 and SNRh. 10 dB)] and [(jr̂hv(0)jLE_2# 1

and jr̂hv(0)jCOMB_S. 1) or ( jr̂hv(0)jLE_2. 1 and

jr̂hv(0)jCOMB_S. 1 and jr̂hv(0)jLE_2, jr̂hv(0)jCOMB_S)] then

jr̂
hv
(0)j

COMB_S
5 jr̂

hv
(0)j

LE_2
,

where

jr̂(1)j
hv
5

jR̂
h
(1)j

2Ŝ
h

1
jR̂

v
(1)j

2Ŝ
v

. (A1)

In the first step of the algorithm jr̂hv(0)jCOMB_S is set

to jr̂hv(0)jLAG-0 unless jr̂hv(0)jLAG-0. 0:4, SNRh.22dB

and SNRv . 22dB. This is done because it was found

that the value of jr̂hv(0)jLAG-0 hardly ever takes values

below 0.4 if jrhv(0)j$ 0.8 (due to statistical fluctuations),

which suggests that an estimate improvement is not

needed if jr̂hv(0)jLAG-0# 0:4 (since the technique is de-

signed to improve the estimates of jrhv(0)j that are of

most interest and are therefore above 0.8). Further,

it was found that the computations of jr̂hv(0)jLE_1 and

jr̂hv(0)jLE_2 are unreliable due to the increasingly large

standard deviations of estimates if SNRh or SNRv are

less than 22dB. Because of this, jr̂hv(0)jCOMB_S is set to

jr̂hv(0)jLAG-0 if SNRh or SNRv are less than22 dB. In the

second step, jr̂hv(0)jLAG-0 and jr̂hv(0)jLE_1 are averaged

to equalize the biases since the first estimator exhibits

increasingly positive and the second increasingly nega-

tive bias as jr(m)j decreases. The next step is to use this

average only if it yields a valid value (i.e., between 0

and 1) or is closer to one than the currently available

estimate pending the conditions that jr̂(1)jhv . 0:8 or

SNRh , 12dB. Next, to increase the number of valid

estimates, jr̂hv(0)jCOMB_S is set to jr̂hv(0)jLE_1 if the first is
invalid but the latter is not or if both are invalid but

jr̂hv(0)jLE_1 is closer to one. The final step utilizes

jr̂hv(0)jLE_2 to further increase the number of valid esti-

mates pending the set of conditions designed to optimize

the bias performance.

APPENDIX B

Statistic Based on Valid Estimates

In this appendix, Table B1 presents a comprehensive

statistic for SNRh . 2 dB (top section) and for 2 ,
SNRh , 16dB (bottom section). It gives the number of

valid estimates (i.e., valid points) for each of the three

estimators as well as the total points (i.e., number of

locations for which SNRh. 2dB and 2, SNRh, 16dB)
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for the four cases. Also, a percentage of valid estimates

produced by each estimator is given. It is computed as

X valid points5
X valid points

total points
3 100%, (B1)

where X is jr̂hv(0)jLAG-0, simple jr̂hv(0)jCOMB_S, or com-

plex jr̂hv(0)jCOMB_S. Further, a statistic in terms of area

covered by valid estimates (i.e., valid area) is given.

For a particular estimator, it is computed as

X valid area (km2)5 �
Total points

n51

XVAL(n)3Rng(n)

3 0:253
p

180
3 0:5, (B2)

where XVAL(n) is one if nth estimate from an estimator

X is valid and zero otherwise. Then, the percentage of

area covered by valid estimates produced by an esti-

mator X is

X valid area

5
X valid area (km2)

�
Total points

n51

Rng(n)3 0:253
p

180
3 0:5

3100%,

(B3)

where the value in the denominator of (B3) is the total

area covered by significant returns (i.e., total area in

kilometers for returns with SNRh . 2 dB and 2 ,
SNRh , 16dB in Table B1). The range-dependent

coverage effect can be observed in the fourth col-

umn of the 2, SNRh, 16dB results in Table B1 (which

provides total points and total area for data points

with low-to-moderate SNR between 2 and 16dB). In all

cases, percentages for total points in this column are

smaller than percentages for total area. This shows that

the actual percentage of an area covered by data points

with low-to-moderate SNR is larger than the percentage

which quantifies the contribution of these points to the

total number of significant returns. This further cor-

roborates that the majority of data points with low-to-

moderate SNR are located far from the radar (which is a

result of propagation attenuation).

The results in Table B1 show that both the simple and

complex jr̂hv(0)jCOMB_S produce consistently more valid

estimates as well as larger valid area than jr̂hv(0)jLAG-0. It

is interesting to note that, for all cases, the percentage of

valid estimates (i.e., valid points) is higher than the valid

area percentage for each estimator in both sections of

Table B1. This is because most invalid estimates are

located farther away from the radar which results in

valid area being typically smaller than the corresponding

number of valid points due to the range-dependent

coverage effect. Furthermore, the percentages in the

last three columns in the top section of Table B1

are higher than in the corresponding columns in the

bottom section of Table B1. This is expected as the

probability of invalid estimates increases as SNR de-

creases resulting in lower percentage of valid estimates

as well as valid area for 2 , SNRh , 16 dB than for

SNRh . 2 dB.

Comparison statistics are given in Table B2, where the

differences among the last three columns of Table B1

are computed. Results in the top section of Table B2

show that the simple and complex jr̂hv(0)jCOMB_S yield

TABLE B1. Statistics for SNRh . 2 dB and 2, SNRh , 16 dB. For each case, the top value is points and the bottom value is area (km2).

M ya (m s21) Total jr̂hv(0)jLAG-0 Simple jr̂hv(0)jCOMB_S Complex jr̂hv(0)jCOMB_S

SNRh . 2 dB

Case 1 16 7.97 291 118 242 538 or 83.3% 258 966 or 88.96% 259 554 or 89.2%

69 108.02 46 891.17 or 67.86% 54 979.84 or 79.56% 55 376.19 or 80.13%

Case 2 29 8.7 289 391 260 389 or 89.98% 274 756 or 94.94% 273 709 or 94.58%

46 600.95 35 495.8 or 76.17% 41 339.21 or 88.7% 41 088.84 or 88.17%

Case 3 29 9 269 044 200 677 or 74.59% 223 640 or 83.12% 225 684 or 83.88%

52 019.76 30 026.31 or 57.72% 36 643.36 or 70.44% 37 434.087 or 71.96%

Case 4 29 9 193 324 152 386 or 78.82% 167 858 or 86.83% 168 088 86.95%

22 281.9 13 616.85 or 61.11% 16 517.81 or 74.13% 16 676.55 or 74.84%

2 , SNRh , 16 dB

Case 1 16 7.97 176 501 or 60.63% 129 564 or 73.4% 144 918 or 82.1% 145 578 or 82.5%

50 001.3 or 72.35% 28 647.51 or 57.3% 36 174.09 or 72.34% 36 602.99 or 73.2%

Case 2 29 8.7 185 716 or 64.17% 158 026 or 85.1% 171 500 or 92.34% 170 634 or 91.88%

38 894.06 or 83.46% 28 149.59 or 72.36% 33 743.78 or 86.76% 33 535.91 or 86.22%

Case 3 29 9 167 504 or 62.26% 100 378 or 59.93% 122 662 or 73.23% 124 715 or 74.45%

45 240.36 or 86.97% 23 430.14 or 51.79% 29 931.32 or 66.16% 30 724.99 or 67.91%

Case 4 29 9 96 048 or 49.68% 56 028 or 58.33% 70 963 or 73.88% 71 253 or 74.18%

17 154.22 or 76.99% 8612.33 or 50.21% 11 435.71 or 66.66% 11 598.92 or 67.62%
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on the average 6.79% and 6.97% more valid points as

well as 12.49% and 13.06% larger valid area than

jr̂hv(0)jLAG-0, respectively. Hence, while the percentages

of valid points are higher than valid area in the top

section of Table B1, the improvement, yielded by the

simple and complex jr̂hv(0)jCOMB_S, is larger if expressed

in valid area than in valid points. This is because the

increase in valid estimates is prevalent in areas with

low-to-moderate SNR (as shown by simulations and

also in Figs. 8 and 9) which are typically situated far-

ther away from the radar (therefore covering larger

area as already stated). If only locations where 2 ,
SNRh , 16dB are considered, the simple and complex

jr̂hv(0)jCOMB_S yield on the average 11.2% and 11.85%

more valid points as well as 15.07% and 15.82% larger

valid area than jr̂hv(0)jLAG-0, respectively (as shown in the

bottom section of Table B2). Thus, as expected the im-

provement in low-to-moderate SNR areas is larger

than the overall improvement presented in the top sec-

tion of Table B2. The approximate difference in

jr̂hv(0)jCOMB_S yielded improvements at the full SNR

range (i.e., SNRh . 2dB) versus low-to-moderate SNR

range (i.e., 2, SNRh , 16dB) is;4% for the difference

in valid points (i.e., approximate difference between the

last rows of the second and third columns of Table B2)

but 2.5% for the difference in valid area. The latter

percentage is smaller because the data points with low-

to-moderate SNRs contribute more to the total valid

estimate coverage (due to their typical range location)

than those with high SNR (that are usually closer to the

radar). This effectively means that the points which

belong to 2 , SNRh , 16 dB are typically weighed

more than those that belong to SNRh $ 16 dB when

computing the valid area (for weather events spread

over large space). Hence, this reduces the difference

between improvements in valid area at full and low-

to-moderate SNRs compared to the same differ-

ence expressed in valid points. In the latter case, all data

points are weighted the same and focusing only on those

at low-to-moderate SNRs shows larger improvement;

thus, further corroborating the conclusion that the pro-

posed estimation technique yields most improvements in

the weak signal areas.
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Melnikov, 2013: Polarimetric signatures above the melting

layer in winter storms: An observational and modeling study.

J. Appl. Meteor. Climatol., 52, 682–700, https://doi.org/10.1175/

JAMC-D-12-028.1.

Balakrishnan, N., and D. S. Zrnić, 1990: Use of polarization to
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